# Lecture 6. <br> $O(N)$-model: integrability and the exact $S$-matrix 

Michael Lashkevich
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## For integrable models we have

Factorized scattering assumption
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Here $s^{i}$ is the permutation of numbers $i$ and $i+1$. The matrix $S\left(p_{1}, p_{2}\right)$ is the two-particle $S$-matrix.
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Relativistic condition: crossing symmetry
The last condition is due to the theory is relativistic.
Crossing symmetry
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\end{equation*}
$$

The momenta $p_{1}, p_{2}$ are assumed here as space-time (2D), and $C$ is the charge conjugation matrix.
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## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Recall that for the $O(N)(N \geq 3)$ model we have
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S_{\alpha \beta}^{\alpha^{\prime} \beta^{\prime}}(\theta)=\delta^{\alpha^{\prime} \beta^{\prime}} \delta_{\alpha \beta} S_{1}(\theta)+\delta_{\alpha}^{\alpha^{\prime}} \delta_{\beta}^{\beta^{\prime}} S_{2}(\theta)+\delta_{\alpha}^{\beta^{\prime}} \delta_{\beta}^{\alpha^{\prime}} S_{3}(\theta) . \tag{26}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Recall that for the $O(N)(N \geq 3)$ model we have

$$
\begin{equation*}
S_{\alpha \beta}^{\alpha^{\prime} \beta^{\prime}}(\theta)=\delta^{\alpha^{\prime} \beta^{\prime}} \delta_{\alpha \beta} S_{1}(\theta)+\delta_{\alpha}^{\alpha^{\prime}} \delta_{\beta}^{\beta^{\prime}} S_{2}(\theta)+\delta_{\alpha}^{\beta^{\prime}} \delta_{\beta}^{\alpha^{\prime}} S_{3}(\theta) . \tag{26}
\end{equation*}
$$

The Yang-Baxter equations takes the form The Yang-Baxter equation for it takes the form

$$
\begin{gather*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \\
=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{gather*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Recall that for the $O(N)(N \geq 3)$ model we have

$$
\begin{equation*}
S_{\alpha \beta}^{\alpha^{\prime} \beta^{\prime}}(\theta)=\delta^{\alpha^{\prime} \beta^{\prime}} \delta_{\alpha \beta} S_{1}(\theta)+\delta_{\alpha}^{\alpha^{\prime}} \delta_{\beta}^{\beta^{\prime}} S_{2}(\theta)+\delta_{\alpha}^{\beta^{\prime}} \delta_{\beta}^{\alpha^{\prime}} S_{3}(\theta) . \tag{26}
\end{equation*}
$$

The Yang-Baxter equations takes the form The Yang-Baxter equation for it takes the form

$$
\begin{align*}
& S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)  \tag{27}\\
& S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \tag{28}
\end{align*}
$$


$=$


## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Recall that for the $O(N)(N \geq 3)$ model we have

$$
\begin{equation*}
S_{\alpha \beta}^{\alpha^{\prime} \beta^{\prime}}(\theta)=\delta^{\alpha^{\prime} \beta^{\prime}} \delta_{\alpha \beta} S_{1}(\theta)+\delta_{\alpha}^{\alpha^{\prime}} \delta_{\beta}^{\beta^{\prime}} S_{2}(\theta)+\delta_{\alpha}^{\beta^{\prime}} \delta_{\beta}^{\alpha^{\prime}} S_{3}(\theta) . \tag{26}
\end{equation*}
$$

The Yang-Baxter equations takes the form The Yang-Baxter equation for it takes the form

$$
\begin{align*}
& S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)  \tag{27}\\
& S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)  \tag{28}\\
& N S_{1}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{1}(\theta) S_{3}\left(\theta+\theta^{\prime}\right)\left(S_{2}\left(\theta^{\prime}\right)+S_{3}\left(\theta^{\prime}\right)\right) \\
& \quad \quad+\left(S_{2}(\theta)+S_{3}(\theta)\right) S_{3}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad+S_{1}(\theta)\left(S_{1}\left(\theta+\theta^{\prime}\right)+S_{2}\left(\theta+\theta^{\prime}\right)\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{29}
\end{align*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Recall that for the $O(N)(N \geq 3)$ model we have

$$
\begin{equation*}
S_{\alpha}^{\alpha^{\prime} \beta^{\prime}}(\theta)=\delta^{\alpha^{\prime} \beta^{\prime}} \delta_{\alpha \beta} S_{1}(\theta)+\delta_{\alpha}^{\alpha^{\prime}} \delta_{\beta}^{\beta^{\prime}} S_{2}(\theta)+\delta_{\alpha}^{\beta^{\prime}} \delta_{\beta}^{\alpha^{\prime}} S_{3}(\theta) \tag{26}
\end{equation*}
$$

The Yang-Baxter equations takes the form The Yang-Baxter equation for it takes the form

$$
\begin{align*}
& S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)  \tag{27}\\
& S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)  \tag{28}\\
& N S_{1}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{1}(\theta) S_{3}\left(\theta+\theta^{\prime}\right)\left(S_{2}\left(\theta^{\prime}\right)+S_{3}\left(\theta^{\prime}\right)\right) \\
& \quad \quad+\left(S_{2}(\theta)+S_{3}(\theta)\right) S_{3}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad+S_{1}(\theta)\left(S_{1}\left(\theta+\theta^{\prime}\right)+S_{2}\left(\theta+\theta^{\prime}\right)\right) S_{1}\left(\theta^{\prime}\right) \\
& \quad=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{29}
\end{align*}
$$

Let us solve these equations.

Bootstrap equations for the $S$-matrix of the $O(N)$ model
Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

Therefore, $h(\theta) \sim \theta$ and

$$
\begin{equation*}
S_{3}(\theta)=-i \frac{\lambda}{\theta} S_{2}(\theta) \tag{30}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

Therefore, $h(\theta) \sim \theta$ and

$$
\begin{equation*}
S_{3}(\theta)=-i \frac{\lambda}{\theta} S_{2}(\theta) . \tag{30}
\end{equation*}
$$

Solve the second equation

$$
\begin{equation*}
S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \tag{28}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

Therefore, $h(\theta) \sim \theta$ and

$$
\begin{equation*}
S_{3}(\theta)=-i \frac{\lambda}{\theta} S_{2}(\theta) . \tag{30}
\end{equation*}
$$

Solve the second equation

$$
\begin{equation*}
S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \tag{28}
\end{equation*}
$$

Let $g(\theta)=S_{2}(\theta) / S_{1}(\theta)$. Then

$$
g\left(\theta+\theta^{\prime}\right)-g\left(\theta^{\prime}\right)=\frac{\theta}{i \lambda} .
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

Therefore, $h(\theta) \sim \theta$ and

$$
\begin{equation*}
S_{3}(\theta)=-i \frac{\lambda}{\theta} S_{2}(\theta) . \tag{30}
\end{equation*}
$$

Solve the second equation

$$
\begin{equation*}
S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \tag{28}
\end{equation*}
$$

Let $g(\theta)=S_{2}(\theta) / S_{1}(\theta)$. Then

$$
g\left(\theta+\theta^{\prime}\right)-g\left(\theta^{\prime}\right)=\frac{\theta}{i \lambda} .
$$

This equation has a solution

$$
g(\theta)=\frac{\theta-i \kappa}{i \lambda}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

Therefore, $h(\theta) \sim \theta$ and

$$
\begin{equation*}
S_{3}(\theta)=-i \frac{\lambda}{\theta} S_{2}(\theta) . \tag{30}
\end{equation*}
$$

Solve the second equation

$$
\begin{equation*}
S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \tag{28}
\end{equation*}
$$

Let $g(\theta)=S_{2}(\theta) / S_{1}(\theta)$. Then

$$
g\left(\theta+\theta^{\prime}\right)-g\left(\theta^{\prime}\right)=\frac{\theta}{i \lambda} .
$$

This equation has a solution

$$
g(\theta)=\frac{\theta-i \kappa}{i \lambda} .
$$

Substituting it into the third equation (29), we get

$$
\kappa=\frac{N-2}{2} \lambda .
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Solve the first equation

$$
\begin{equation*}
S_{2}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{3}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{3}\left(\theta^{\prime}\right) \tag{27}
\end{equation*}
$$

Let $h(\theta)=S_{2}(\theta) / S_{3}(\theta)$. Then it takes the form

$$
h(\theta)+h\left(\theta^{\prime}\right)=h\left(\theta+\theta^{\prime}\right) .
$$

Therefore, $h(\theta) \sim \theta$ and

$$
\begin{equation*}
S_{3}(\theta)=-i \frac{\lambda}{\theta} S_{2}(\theta) \tag{30}
\end{equation*}
$$

Solve the second equation

$$
\begin{equation*}
S_{2}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)+S_{3}(\theta) S_{2}\left(\theta+\theta^{\prime}\right) S_{1}\left(\theta^{\prime}\right)=S_{3}(\theta) S_{1}\left(\theta+\theta^{\prime}\right) S_{2}\left(\theta^{\prime}\right) \tag{28}
\end{equation*}
$$

Let $g(\theta)=S_{2}(\theta) / S_{1}(\theta)$. Then

$$
g\left(\theta+\theta^{\prime}\right)-g\left(\theta^{\prime}\right)=\frac{\theta}{i \lambda} .
$$

This equation has a solution

$$
g(\theta)=\frac{\theta-i \kappa}{i \lambda}
$$

Substituting it into the third equation (29), we get

$$
\kappa=\frac{N-2}{2} \lambda .
$$

It meas that

$$
\begin{equation*}
S_{1}(\theta)=-\frac{i \lambda}{i(N-2) \lambda / 2-\theta} S_{2}(\theta) \tag{31}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) . \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) . \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

Now impose the unitarity condition:

$$
\begin{align*}
& S_{2}(\theta) S_{2}(-\theta)+S_{3}(\theta) S_{3}(-\theta)=1,  \tag{35}\\
& \chi+\chi=\uparrow \uparrow \tag{36}
\end{align*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) . \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

Now impose the unitarity condition:

$$
\begin{align*}
& S_{2}(\theta) S_{2}(-\theta)+S_{3}(\theta) S_{3}(-\theta)=1  \tag{35}\\
& S_{2}(\theta) S_{3}(-\theta)+S_{3}(\theta) S_{2}(-\theta)=0  \tag{36}\\
& =0 \tag{37}
\end{align*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

Now impose the unitarity condition:

$$
\begin{gather*}
S_{2}(\theta) S_{2}(-\theta)+S_{3}(\theta) S_{3}(-\theta)=1,  \tag{35}\\
S_{2}(\theta) S_{3}(-\theta)+S_{3}(\theta) S_{2}(-\theta)=0  \tag{36}\\
N S_{1}(\theta) S_{1}(-\theta)+S_{1}(\theta)\left(S_{2}(-\theta)+S_{3}(-\theta)\right)+\left(S_{2}(\theta)+S_{3}(\theta)\right) S_{1}(-\theta)=0 \tag{37}
\end{gather*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) . \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

Now impose the unitarity condition:

$$
\begin{gather*}
S_{2}(\theta) S_{2}(-\theta)+S_{3}(\theta) S_{3}(-\theta)=1,  \tag{35}\\
S_{2}(\theta) S_{3}(-\theta)+S_{3}(\theta) S_{2}(-\theta)=0  \tag{36}\\
N S_{1}(\theta) S_{1}(-\theta)+S_{1}(\theta)\left(S_{2}(-\theta)+S_{3}(-\theta)\right)+\left(S_{2}(\theta)+S_{3}(\theta)\right) S_{1}(-\theta)=0 \tag{37}
\end{gather*}
$$

By substituting the solution of the YB equation to the crossing symmetry and unitarity equations, we obtain

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) . \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

Now impose the unitarity condition:

$$
\begin{gather*}
S_{2}(\theta) S_{2}(-\theta)+S_{3}(\theta) S_{3}(-\theta)=1,  \tag{35}\\
S_{2}(\theta) S_{3}(-\theta)+S_{3}(\theta) S_{2}(-\theta)=0  \tag{36}\\
N S_{1}(\theta) S_{1}(-\theta)+S_{1}(\theta)\left(S_{2}(-\theta)+S_{3}(-\theta)\right)+\left(S_{2}(\theta)+S_{3}(\theta)\right) S_{1}(-\theta)=0 \tag{37}
\end{gather*}
$$

By substituting the solution of the YB equation to the crossing symmetry and unitarity equations, we obtain

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

There are many solutions to these equations (the CDD (Castillejo-Dalitz-Dyson) ambiguity). If we take any solution and multiply it by a factor

$$
\frac{\operatorname{sh} \theta+i \sin \alpha}{\operatorname{sh} \theta-i \sin \alpha},
$$

we will again have a solution.

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

Now substitute it into the crossing symmetry equation

$$
\begin{align*}
& S_{2}(\theta)=S_{2}(i \pi-\theta),  \tag{32}\\
& S_{1}(\theta)=S_{3}(i \pi-\theta) . \tag{33}
\end{align*}
$$

We obtain

$$
\begin{equation*}
\lambda=\frac{2 \pi}{N-2} . \tag{34}
\end{equation*}
$$

Now impose the unitarity condition:

$$
\begin{gather*}
S_{2}(\theta) S_{2}(-\theta)+S_{3}(\theta) S_{3}(-\theta)=1,  \tag{35}\\
S_{2}(\theta) S_{3}(-\theta)+S_{3}(\theta) S_{2}(-\theta)=0  \tag{36}\\
N S_{1}(\theta) S_{1}(-\theta)+S_{1}(\theta)\left(S_{2}(-\theta)+S_{3}(-\theta)\right)+\left(S_{2}(\theta)+S_{3}(\theta)\right) S_{1}(-\theta)=0 \tag{37}
\end{gather*}
$$

By substituting the solution of the YB equation to the crossing symmetry and unitarity equations, we obtain

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

There are many solutions to these equations (the CDD (Castillejo-Dalitz-Dyson) ambiguity). If we take any solution and multiply it by a factor

$$
\frac{\operatorname{sh} \theta+i \sin \alpha}{\operatorname{sh} \theta-i \sin \alpha}
$$

we will again have a solution. We will search the 'minimal' solution, which has the least number of poles and zeros on the physical sheet.

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi \stackrel{\text { unitarity }}{\Rightarrow}$ Simple pole $\theta=-i \pi$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi \stackrel{\text { unitarity }}{\Rightarrow}$ Simple pole $\theta=-i \pi \stackrel{\text { crossing }}{\Rightarrow}$ Simple pole $\theta=2 i \pi \stackrel{\text { unitarity }}{\Rightarrow} \ldots$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi \stackrel{\text { unitarity }}{\Rightarrow}$ Simple pole $\theta=-i \pi \stackrel{\text { crossing }}{\Rightarrow}$ Simple pole $\theta=2 i \pi \stackrel{\text { unitarity }}{\Rightarrow} \ldots$
We have series of zeros and poles:

$$
\begin{array}{ll}
\text { Zeros: } & \theta=-2 \pi i n, i \pi+2 \pi i n,  \tag{39}\\
\text { Poles: } & \theta=-i \pi-2 \pi i n, 2 \pi i+2 \pi i n,
\end{array} \quad n=0,1,2, \ldots .
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi \stackrel{\text { unitarity }}{\Rightarrow}$ Simple pole $\theta=-i \pi \stackrel{\text { crossing }}{\Rightarrow}$ Simple pole $\theta=2 i \pi \stackrel{\text { unitarity }}{\Rightarrow} \ldots$
We have series of zeros and poles:

$$
\begin{array}{ll}
\text { Zeros: } & \theta=-2 \pi i n, i \pi+2 \pi i n,  \tag{39}\\
\text { Poles: } & \theta=-i \pi-2 \pi i n, 2 \pi i+2 \pi i n,
\end{array} \quad n=0,1,2, \ldots .
$$

Unitarity equation $\Rightarrow$ Simple pole either at $\theta=-i \lambda\left(S^{(+)}\right.$solution) or at $\theta=i \lambda$ ( $S^{(-)}$solution).

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi \stackrel{\text { unitarity }}{\Rightarrow}$ Simple pole $\theta=-i \pi \stackrel{\text { crossing }}{\Rightarrow}$ Simple pole $\theta=2 i \pi \stackrel{\text { unitarity }}{\Rightarrow} \ldots$
We have series of zeros and poles:

$$
\begin{array}{ll}
\text { Zeros: } & \theta=-2 \pi i n, i \pi+2 \pi i n, \\
\text { Poles: } & \theta=-i \pi-2 \pi i n, 2 \pi i+2 \pi i n, \tag{39}
\end{array} \quad n=0,1,2, \ldots .
$$

Unitarity equation $\Rightarrow$ Simple pole either at $\theta=-i \lambda\left(S^{(+)}\right.$solution) or at $\theta=i \lambda$ ( $S^{(-)}$solution). Similarly we obtain for $S^{( \pm)}$:

$$
\begin{array}{ll}
\text { Zeros: } & \theta=\mp i \lambda-i \pi-2 \pi i n, \pm i \lambda+2 \pi i+2 \pi i n, \\
\text { Poles: } & \theta=\mp i \lambda-2 \pi i n, \pm i \lambda+i \pi+2 \pi i n, \tag{40}
\end{array} \quad n=0,1,2, \ldots .
$$

## Bootstrap equations for the $S$-matrix of the $O(N)$ model

We have the equations

$$
\begin{equation*}
S_{2}(\theta)=S_{2}(i \pi-\theta), \quad S_{2}(\theta) S_{2}(-\theta)=\frac{\theta^{2}}{\theta^{2}+\lambda^{2}} \tag{38}
\end{equation*}
$$

Unitarity equation $\Rightarrow$ Simple zero $\theta=0 \stackrel{\text { crossing }}{\Rightarrow}$ Simple zero $\theta=i \pi \stackrel{\text { unitarity }}{\Rightarrow}$ Simple pole $\theta=-i \pi \stackrel{\text { crossing }}{\Rightarrow}$ Simple pole $\theta=2 i \pi \stackrel{\text { unitarity }}{\Rightarrow} \ldots$
We have series of zeros and poles:

$$
\begin{array}{ll}
\text { Zeros: } & \theta=-2 \pi i n, i \pi+2 \pi i n, \\
\text { Poles: } & \theta=-i \pi-2 \pi i n, 2 \pi i+2 \pi i n, \tag{39}
\end{array} \quad n=0,1,2, \ldots .
$$

Unitarity equation $\Rightarrow$ Simple pole either at $\theta=-i \lambda\left(S^{(+)}\right.$solution) or at $\theta=i \lambda$ ( $S^{(-)}$solution). Similarly we obtain for $S^{( \pm)}$:

$$
\begin{array}{ll}
\text { Zeros: } & \theta=\mp i \lambda-i \pi-2 \pi i n, \pm i \lambda+2 \pi i+2 \pi i n, \\
\text { Poles: } & \theta=\mp i \lambda-2 \pi i n, \pm i \lambda+i \pi+2 \pi i n, \tag{40}
\end{array} \quad n=0,1,2, \ldots .
$$

The function that has poles and zeros at (39) and (40) is

$$
\begin{equation*}
S_{2}^{( \pm)}(\theta)=Q^{( \pm)}(\theta) Q^{( \pm)}(i \pi-\theta), \quad Q^{( \pm)}(\theta)=\frac{\Gamma\left( \pm \frac{\lambda}{2 \pi}-i \frac{\theta}{2 \pi}\right) \Gamma\left(\frac{1}{2}-i \frac{\theta}{2 \pi}\right)}{\Gamma\left(\frac{1}{2} \pm \frac{\lambda}{2 \pi}-i \frac{\theta}{2 \pi}\right) \Gamma\left(-i \frac{\theta}{2 \pi}\right)} \tag{41}
\end{equation*}
$$

## $S$-matrix: $N \rightarrow \infty$ behavior and final choice

Take the limit $N \rightarrow \infty$. We obtain

$$
\begin{align*}
S_{1}^{( \pm)}(\theta) & =-\frac{2 \pi i}{N(i \pi-\theta)},  \tag{42}\\
S_{2}^{( \pm)}(\theta) & =1 \mp \frac{2 \pi i}{N \operatorname{sh} \theta},  \tag{43}\\
S_{3}^{( \pm)}(\theta) & =-\frac{2 \pi i}{N \theta} . \tag{44}
\end{align*}
$$

## $S$-matrix: $N \rightarrow \infty$ behavior and final choice

Take the limit $N \rightarrow \infty$. We obtain

$$
\begin{align*}
& S_{1}^{( \pm)}(\theta)=-\frac{2 \pi i}{N(i \pi-\theta)},  \tag{42}\\
& S_{2}^{( \pm)}(\theta)=1 \mp \frac{2 \pi i}{N \operatorname{sh} \theta},  \tag{43}\\
& S_{3}^{( \pm)}(\theta)=-\frac{2 \pi i}{N \theta} . \tag{44}
\end{align*}
$$

By comparing with the $1 / N$-expansion we conclude that the solution $S^{(+)}(\theta)$ is the $S$-matrix of the $O(N)$-model.
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& S_{2}^{( \pm)}(\theta)=1 \mp \frac{2 \pi i}{N \operatorname{sh} \theta},  \tag{43}\\
& S_{3}^{( \pm)}(\theta)=-\frac{2 \pi i}{N \theta} . \tag{44}
\end{align*}
$$

By comparing with the $1 / N$-expansion we conclude that the solution $S^{(+)}(\theta)$ is the $S$-matrix of the $O(N)$-model. The solution $S^{(-)}(\theta)$ is the $S$-matrix of the $N$ component fermion Neveu-Schwartz model (see a problem to the last lecture).

## $S$-matrix: $N \rightarrow \infty$ behavior and final choice

Take the limit $N \rightarrow \infty$. We obtain

$$
\begin{align*}
& S_{1}^{( \pm)}(\theta)=-\frac{2 \pi i}{N(i \pi-\theta)},  \tag{42}\\
& S_{2}^{( \pm)}(\theta)=1 \mp \frac{2 \pi i}{N \operatorname{sh} \theta},  \tag{43}\\
& S_{3}^{( \pm)}(\theta)=-\frac{2 \pi i}{N \theta} . \tag{44}
\end{align*}
$$

By comparing with the $1 / N$-expansion we conclude that the solution $S^{(+)}(\theta)$ is the $S$-matrix of the $O(N)$-model. The solution $S^{(-)}(\theta)$ is the $S$-matrix of the $N$ component fermion Neveu-Schwartz model (see a problem to the last lecture). Notice, that

$$
\begin{equation*}
S_{12}^{( \pm)}(0)=\mp P_{12} \tag{45}
\end{equation*}
$$

where $P_{12}: a \times b \mapsto b \times a$ is the permutation operator of the spaces 1 and 2 .

Take the limit $N \rightarrow \infty$. We obtain

$$
\begin{align*}
& S_{1}^{( \pm)}(\theta)=-\frac{2 \pi i}{N(i \pi-\theta)},  \tag{42}\\
& S_{2}^{( \pm)}(\theta)=1 \mp \frac{2 \pi i}{N \operatorname{sh} \theta},  \tag{43}\\
& S_{3}^{( \pm)}(\theta)=-\frac{2 \pi i}{N \theta} . \tag{44}
\end{align*}
$$

By comparing with the $1 / N$-expansion we conclude that the solution $S^{(+)}(\theta)$ is the $S$-matrix of the $O(N)$-model. The solution $S^{(-)}(\theta)$ is the $S$-matrix of the $N$ component fermion Neveu-Schwartz model (see a problem to the last lecture). Notice, that

$$
\begin{equation*}
S_{12}^{( \pm)}(0)=\mp P_{12} \tag{45}
\end{equation*}
$$

where $P_{12}: a \times b \mapsto b \times a$ is the permutation operator of the spaces 1 and 2. This means that for the particles in the $O(N)$-model a kind of the Pauli principle applies, although we considered the particles to be bosons. Two particles cannot have the same momentum.

