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\begin{equation*}
M^{2}=m^{2}+\frac{4 \pi \alpha \beta^{2}}{R^{2}}=m^{2}\left(1+4 \pi c^{2} \alpha \beta^{2}\right) \tag{8}
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In the momentum space:

$$
\begin{equation*}
\Sigma^{(1)}\left(p^{2}\right)=\Sigma_{0}^{(1)}=\frac{4 \pi \alpha_{0} \beta_{0}^{2}}{R_{0}^{2}}\left(\frac{r_{0}}{R_{0}}\right)^{\delta_{0}}, \quad \Sigma_{1}^{(1)}=0 \tag{11}
\end{equation*}
$$

RG: first order
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\end{equation*}
$$

Though the answer is quite clear and applicable to any value of $\delta$, let us formally perform the standard RG procedure. For $\delta \ll 1$ we have
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Take the derivative of $\alpha=Z_{\alpha}^{-1} \alpha_{0}$ :
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$$

Substitute $\alpha_{0}$ by $\alpha$ in the r.h.s.:
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The transition point $\delta=0$ here is a line of fixed points for any value of $\alpha$. Is it really the case?

Consider the second order contribution. The connected contribution to the pair

$$
\begin{aligned}
& \text { correlation function is } \\
& \qquad \frac{1}{2}\left\langle\phi(x) \phi\left(x^{\prime}\right) S_{1}^{2}[\phi]\right\rangle_{0, \mathrm{c}}=\frac{\alpha_{0}^{2} r_{0}^{2 \delta_{0}}}{2} \int d^{2} y_{1} d^{2} y_{2}\left\langle\phi(x) \phi\left(x^{\prime}\right): \cos \beta_{0} \phi\left(y_{1}\right):: \cos \beta_{0} \phi\left(y_{2}\right):\right\rangle_{0, \mathrm{c}}
\end{aligned}
$$
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These terms correspond to the diagrams
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& \left.\quad-\left\langle\phi(x) \phi\left(y_{1}\right)\right\rangle_{0}\left\langle\phi\left(x^{\prime}\right) \phi\left(y_{1}\right)\right\rangle_{0}\left(\left\langle: \cos \beta_{0} \phi\left(y_{1}\right):: \cos \beta_{0} \phi\left(y_{2}\right):\right\rangle_{0}-R_{0}^{-2 \beta_{0}^{2}}\right)\right) \text {. }
\end{aligned}
$$

These terms correspond to the diagrams


Consider the second order contribution. The connected contribution to the pair

$$
\begin{aligned}
& \text { correlation function is } \\
& \qquad \begin{array}{l}
\frac{1}{2}\left\langle\phi(x) \phi\left(x^{\prime}\right) S_{1}^{2}[\phi]\right\rangle_{0, \mathrm{c}}=\frac{\alpha_{0}^{2} r_{0}^{2 \delta_{0}}}{2} \int d^{2} y_{1} d^{2} y_{2}\left\langle\phi(x) \phi\left(x^{\prime}\right): \cos \beta_{0} \phi\left(y_{1}\right):: \cos \beta_{0} \phi\left(y_{2}\right):\right\rangle_{0, \mathrm{c}} \\
=\alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}} \int d^{2} y_{1} d^{2} y_{2}\left(\left\langle\phi(x) \phi\left(y_{1}\right)\right\rangle_{0}\left\langle\phi\left(x^{\prime}\right) \phi\left(y_{2}\right)\right\rangle_{0}\left\langle: \sin \beta_{0} \phi\left(y_{1}\right):: \sin \beta_{0} \phi\left(y_{2}\right):\right\rangle_{0}\right. \\
\left.\quad-\left\langle\phi(x) \phi\left(y_{1}\right)\right\rangle_{0}\left\langle\phi\left(x^{\prime}\right) \phi\left(y_{1}\right)\right\rangle_{0}\left(\left\langle: \cos \beta_{0} \phi\left(y_{1}\right):: \cos \beta_{0} \phi\left(y_{2}\right):\right\rangle_{0}-R_{0}^{-2 \beta_{0}^{2}}\right)\right) .
\end{array}
\end{aligned}
$$

These terms correspond to the diagrams


For calculation of $\Sigma^{(2)}$ we have to remove 'legs' and to subtract the contribution of one line in the first diagram:

$$
\begin{aligned}
-\frac{1}{4 \pi} \Sigma^{(2)}(x)= & \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}\left(\left\langle: \sin \beta_{0} \phi(x):: \sin \beta_{0} \phi(0):\right\rangle_{0}-\beta_{0}^{2} R_{0}^{-2 \beta_{0}^{2}}\langle\phi(x) \phi(0)\rangle_{0}\right. \\
& \left.-\delta(x) \int d^{2} y\left(\left\langle: \cos \beta_{0} \phi(0):: \cos \beta_{0} \phi(y):\right\rangle_{0}-R_{0}^{-2 \beta_{0}^{2}}\right)\right)
\end{aligned}
$$



Explicitly,

$$
\begin{aligned}
-\frac{1}{4 \pi} \Sigma^{(2)}(x)= & \frac{\alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}}{2 R_{0}^{2 \beta_{0}^{2}}}\left(\left(\frac{R_{0}}{x}\right)^{2 \beta_{0}^{2}}-\left(\frac{x}{R_{0}}\right)^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} \log \frac{R_{0}^{2}}{x^{2}}\right. \\
& \left.-\delta(x) \int d^{2} y\left(\left(\frac{R_{0}}{y}\right)^{2 \beta_{0}^{2}}+\left(\frac{y}{R_{0}}\right)^{2 \beta_{0}^{2}}-2\right)\right)
\end{aligned}
$$

In the momentum space we have

$$
\begin{align*}
\Sigma^{(2)}\left(p^{2}\right) & =-2 \pi \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}\left(\int d^{2} x\left(e^{\mathrm{i} p x}-1\right) x^{-2 \beta_{0}^{2}}\right. \\
& \left.-R_{0}^{-4 \beta_{0}^{2}} \int d^{2} x\left(e^{\mathrm{i} p x}+1\right) x^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} R_{0}^{-2 \beta_{0}^{2}} G_{0}\left(p^{2}\right)+2 R_{0}^{2-2 \beta_{0}^{2}}\right) \tag{13}
\end{align*}
$$

Explicitly,
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-\frac{1}{4 \pi} \Sigma^{(2)}(x)= & \frac{\alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}}{2 R_{0}^{2 \beta_{0}^{2}}}\left(\left(\frac{R_{0}}{x}\right)^{2 \beta_{0}^{2}}-\left(\frac{x}{R_{0}}\right)^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} \log \frac{R_{0}^{2}}{x^{2}}\right. \\
& \left.-\delta(x) \int d^{2} y\left(\left(\frac{R_{0}}{y}\right)^{2 \beta_{0}^{2}}+\left(\frac{y}{R_{0}}\right)^{2 \beta_{0}^{2}}-2\right)\right)
\end{aligned}
$$

In the momentum space we have

$$
\begin{align*}
\Sigma^{(2)}\left(p^{2}\right) & =-2 \pi \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}\left(\int d^{2} x\left(e^{\mathrm{i} p x}-1\right) x^{-2 \beta_{0}^{2}}\right. \\
& \left.-R_{0}^{-4 \beta_{0}^{2}} \int d^{2} x\left(e^{\mathrm{i} p x}+1\right) x^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} R_{0}^{-2 \beta_{0}^{2}} G_{0}\left(p^{2}\right)+2 R_{0}^{2-2 \beta_{0}^{2}}\right) . \tag{13}
\end{align*}
$$

The second line vanishes as $R_{0} \rightarrow \infty$ for $\delta_{0} \ll 1$.

Explicitly,

$$
\begin{aligned}
-\frac{1}{4 \pi} \Sigma^{(2)}(x)= & \frac{\alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}}{2 R_{0}^{2 \beta_{0}^{2}}}\left(\left(\frac{R_{0}}{x}\right)^{2 \beta_{0}^{2}}-\left(\frac{x}{R_{0}}\right)^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} \log \frac{R_{0}^{2}}{x^{2}}\right. \\
& \left.-\delta(x) \int d^{2} y\left(\left(\frac{R_{0}}{y}\right)^{2 \beta_{0}^{2}}+\left(\frac{y}{R_{0}}\right)^{2 \beta_{0}^{2}}-2\right)\right)
\end{aligned}
$$

In the momentum space we have
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\begin{align*}
\Sigma^{(2)}\left(p^{2}\right) & =-2 \pi \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}\left(\int d^{2} x\left(e^{\mathrm{i} p x}-1\right) x^{-2 \beta_{0}^{2}}\right. \\
& \left.-R_{0}^{-4 \beta_{0}^{2}} \int d^{2} x\left(e^{\mathrm{i} p x}+1\right) x^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} R_{0}^{-2 \beta_{0}^{2}} G_{0}\left(p^{2}\right)+2 R_{0}^{2-2 \beta_{0}^{2}}\right) \tag{13}
\end{align*}
$$

The second line vanishes as $R_{0} \rightarrow \infty$ for $\delta_{0} \ll 1$. The integral in the first line must be expanded in $p$ :

$$
\begin{equation*}
\Sigma^{(2)}\left(p^{2}\right)=\pi \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}} \int d^{2} x(p x)^{2} x^{-2 \beta_{0}^{2}}+O\left(p^{4}\right) \simeq \pi^{2} \alpha_{0}^{2} \beta_{0}^{2} p^{2} \log \frac{R_{0}}{r_{0}}+O\left(p^{4}\right) \tag{14}
\end{equation*}
$$

Explicitly,
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\begin{aligned}
-\frac{1}{4 \pi} \Sigma^{(2)}(x)= & \frac{\alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}}{2 R_{0}^{2 \beta_{0}^{2}}}\left(\left(\frac{R_{0}}{x}\right)^{2 \beta_{0}^{2}}-\left(\frac{x}{R_{0}}\right)^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} \log \frac{R_{0}^{2}}{x^{2}}\right. \\
& \left.-\delta(x) \int d^{2} y\left(\left(\frac{R_{0}}{y}\right)^{2 \beta_{0}^{2}}+\left(\frac{y}{R_{0}}\right)^{2 \beta_{0}^{2}}-2\right)\right)
\end{aligned}
$$

In the momentum space we have

$$
\begin{align*}
\Sigma^{(2)}\left(p^{2}\right) & =-2 \pi \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}}\left(\int d^{2} x\left(e^{\mathrm{i} p x}-1\right) x^{-2 \beta_{0}^{2}}\right. \\
& \left.-R_{0}^{-4 \beta_{0}^{2}} \int d^{2} x\left(e^{\mathrm{i} p x}+1\right) x^{2 \beta_{0}^{2}}-2 \beta_{0}^{2} R_{0}^{-2 \beta_{0}^{2}} G_{0}\left(p^{2}\right)+2 R_{0}^{2-2 \beta_{0}^{2}}\right) . \tag{13}
\end{align*}
$$

The second line vanishes as $R_{0} \rightarrow \infty$ for $\delta_{0} \ll 1$. The integral in the first line must be expanded in $p$ :

$$
\begin{equation*}
\Sigma^{(2)}\left(p^{2}\right)=\pi \alpha_{0}^{2} \beta_{0}^{2} r_{0}^{2 \delta_{0}} \int d^{2} x(p x)^{2} x^{-2 \beta_{0}^{2}}+O\left(p^{4}\right) \simeq \pi^{2} \alpha_{0}^{2} \beta_{0}^{2} p^{2} \log \frac{R_{0}}{r_{0}}+O\left(p^{4}\right) \tag{14}
\end{equation*}
$$

It only contributes to $\Sigma_{1}$. We have

$$
\begin{equation*}
Z_{\phi}=1-\pi^{2} \alpha_{0}^{2} \beta_{0}^{2} \log \frac{R}{r_{0}}, \quad Z_{\alpha}=1+\delta_{0} \log \frac{R}{r_{0}} \tag{15}
\end{equation*}
$$

Substituting it to $\alpha=Z_{\alpha}^{-1} \alpha_{0}$ and $1+\delta / 2=Z_{\phi}\left(1+\delta_{0} / 2\right)$, taking the derivation and expressing $\alpha_{0}, \delta_{0}$ in terms of $\alpha, \delta$ in the r.h.s., we obtain

$$
\begin{equation*}
\frac{d \alpha}{d t}=-\delta \alpha, \quad \frac{d \delta}{d t}=-4 \pi^{2} \alpha^{2}, \quad t=\log R . \tag{16}
\end{equation*}
$$

Substituting it to $\alpha=Z_{\alpha}^{-1} \alpha_{0}$ and $1+\delta / 2=Z_{\phi}\left(1+\delta_{0} / 2\right)$, taking the derivation and expressing $\alpha_{0}, \delta_{0}$ in terms of $\alpha, \delta$ in the r.h.s., we obtain

$$
\begin{equation*}
\frac{d \alpha}{d t}=-\delta \alpha, \quad \frac{d \delta}{d t}=-4 \pi^{2} \alpha^{2}, \quad t=\log R \tag{16}
\end{equation*}
$$

These equations can be rewritten in the form

$$
\begin{equation*}
\frac{d(2 \pi \alpha \mp \delta)}{d t}= \pm 2 \pi \alpha(2 \pi \alpha \mp \delta) . \tag{16a}
\end{equation*}
$$

Substituting it to $\alpha=Z_{\alpha}^{-1} \alpha_{0}$ and $1+\delta / 2=Z_{\phi}\left(1+\delta_{0} / 2\right)$, taking the derivation and expressing $\alpha_{0}, \delta_{0}$ in terms of $\alpha, \delta$ in the r.h.s., we obtain

$$
\begin{equation*}
\frac{d \alpha}{d t}=-\delta \alpha, \quad \frac{d \delta}{d t}=-4 \pi^{2} \alpha^{2}, \quad t=\log R \tag{16}
\end{equation*}
$$

These equations can be rewritten in the form

$$
\begin{equation*}
\frac{d(2 \pi \alpha \mp \delta)}{d t}= \pm 2 \pi \alpha(2 \pi \alpha \mp \delta) . \tag{16a}
\end{equation*}
$$

This means that the straight lines $2 \pi \alpha= \pm \delta$ are RG trajectories. They divide the half-plane $\alpha>0$ into three regions:


There are three regions:


There are three regions:

- Region I. $\alpha \rightarrow 0$ as $R \rightarrow \infty$, so that the system looks like a free massless boson at large distances.


There are three regions:

- Region I. $\alpha \rightarrow 0$ as $R \rightarrow \infty$, so that the system looks like a free massless boson at large distances.
- Region III. $\alpha \rightarrow 0$ as $R \rightarrow 0$, so that the system looks like a free massless boson at small distances. It was conjectured that $\delta \rightarrow-1$ as $R \rightarrow \infty$ and the system behaves as a massive Dirac fermion. The line $\delta=-1$ was conjectured


There are three regions:

- Region I. $\alpha \rightarrow 0$ as $R \rightarrow \infty$, so that the system looks like a free massless boson at large distances.
- Region III. $\alpha \rightarrow 0$ as $R \rightarrow 0$, so that the system looks like a free massless boson at small distances. It was conjectured that $\delta \rightarrow-1$ as $R \rightarrow \infty$ and the system behaves as a massive Dirac fermion. The line $\delta=-1$ was conjectured to be a separatrix.
- Region II. $\alpha$ grows for both large and small $R$. The system has no conformal behavior in both IR and UV regions. Since it approaches the line $s_{2}$ at large $R$, it must be a massive theory.


Seminar

$$
\begin{aligned}
T\left(z^{\prime}\right) T(z) & =\frac{c / 2}{\left(z^{\prime}-z\right)^{\prime 2}}+\frac{2 T(z)}{\left(z^{\prime}-z\right)^{2}}-\frac{2 T(z)}{z^{\prime}-z}+O(1) \\
L_{n} & =\oint \frac{d z}{2 m z^{n}} \frac{z^{\prime}}{} T(z) \\
{\left[L_{m}, L_{n}\right] } & \left.=\oint \frac{d z^{\prime}}{2 \pi i^{\prime}}, \oint \frac{d z}{2 \pi i}\right] z^{m}+1 z^{n+1} T\left(z^{\prime}\right) T(z)=
\end{aligned}
$$

$$
\begin{aligned}
& \oint \frac{d z_{2}}{x i} \frac{c}{2} z_{2}^{m+n-1}\left(\frac{r(m+2)}{r(m-1)}-\frac{r(n+2)}{r(n-1)}\right)+
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{c}{2} \delta_{m,-n}((m+1) m(m-1)-(-m+1)(-m)(-m-1))+ \\
& =\int \frac{d z_{2} z_{2}^{m}+n+z}{2 \pi i} \partial T\left(z_{2}\right) \\
& +2(m-n) L_{m+n}=c(m+1) m(m-1) \delta_{m,-n}+2(m-n) L_{m+n}
\end{aligned}
$$

Seminar

$$
\begin{aligned}
& \text { 1) } m_{1, n}=0, \pm 1 \quad\left[L_{x_{1}, L_{-1}}\right]=2 L_{0}, \quad\left[L_{0, L} L_{ \pm 1}\right]=\mp L_{ \pm 1} \\
& s(2) \\
& \left.L_{-1}=\phi \frac{d z}{2 \pi i} T / 2\right) \rightarrow \partial \\
& {\left[L_{-1}, O(z, \overline{2})\right]=\partial O(2, \overline{2}) \quad J^{N N}=\left|1 x^{1}\right| x^{n}+^{v a}-\left.x^{v-1}\right|^{+9} \mid} \\
& L_{0}=\oint \frac{d z_{2}}{\frac{\pi i}{} z} T(z) \rightarrow\left(z \rightarrow L^{(1+\varepsilon)}(z) \quad L_{0}-\tau_{0}=S\right. \\
& L_{0}+L_{0}=D \\
& L_{1} \quad z^{2}\left(z \frac{1}{z^{-1}+\varepsilon}\right) \\
& d z^{-1}+3^{-1}
\end{aligned}
$$

$$
z \rightarrow z+\varepsilon(z)
$$

Highest weight reps

$$
\left\{\begin{array}{l}
L_{n}|\Delta\rangle=0, \quad n>0 \\
L_{0}|\Delta\rangle=\Delta|\Delta\rangle \\
L_{-n_{1}} \cdots L_{-r_{h}}|\Delta\rangle
\end{array}\right.
$$

$\Delta$ conf. dim

$$
\begin{aligned}
& \phi(2, i)<|\phi\rangle \gg \\
& {\left[L_{0}, \phi(2, i)\right]=\partial \phi\left(L_{i}\right),\left[L_{0}, \phi\right]=\bar{\partial} \phi}
\end{aligned}
$$

Freceboson $c=1$
sega
$c=\frac{1}{2}$
Free DF $c=1 \mathcal{1}_{\tau+46}$


$$
\begin{aligned}
& L_{n}|\Delta\rangle=0, n>0 \\
& {\left[L_{n}, \phi_{\Delta}(2)\right]=\text { ? }} \\
& L_{0}|\Delta\rangle=\Delta|\Delta\rangle \\
& T(z) \phi_{\Delta}(0)=\text { ? } \\
& {\left[L_{-1} \phi_{A}\right]=\partial \phi_{\Delta}} \\
& T(2)=\sum_{n \in \mathbb{Z}} L_{n} 2^{-n-2} \\
& T(2)|\Delta\rangle=\frac{\Delta}{\Sigma^{2}}\left[\Delta \Delta+\frac{\partial \phi_{\Delta}\left(0 \|_{\text {acc }}\right\rangle}{2}+O(1)^{n}\right. \\
& T\left(z^{\prime}\right) \phi_{\Delta}(2)=\frac{\Delta \phi_{\Delta}^{(4)}}{\left(z^{\prime}-2\right)^{2}}+\frac{\partial \phi_{\Delta}^{(2)}}{z^{\prime}-2}+O^{(1)} \underset{\substack{\text { under } \\
\text { onforatois }}}{\substack{\text { primary }}}
\end{aligned}
$$



